

&


A variable Is an object,

characteristic, or property that
can have different values.

A quantitative variable can be
measured in some wWay. fx. Munbex of Si“‘ggi

alitative variable is

to be
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Independent variable—the presumed
cause (of a dependent variable)

Dependent variable—the presumed
Independent variable)
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Categories that:are distinct from each other such as
gender, religion, marital status.

They are symbols that have no quantitative value.
Lowest level of measurement.

Many characteristics can be measured on a nominal
cale: race, marital status, and blood type.

» gores. (1. Male / Female.




The exact differences between the ranks cannot be
specified such as it indicates order rather than exact

quantity.

Involves using numbers to designate ordering on an

attribute. . ! 352>
Example: anxiety level: m|Id moderate, severe. A \)p. has a

Statistics used involve frequency distributions andmammtml "lf“'\'g~
percentages.

Approprlate statistics: same as those for nominal data,
lan; but not the mean.




INTERVAL LEVEL OF

MEASUREMENT

They are real numbers and the difference between the ranks can be
specified.

> (15 2 ,
Equal intervals, but no :[_I"lée ZEero. Doesﬂ_l-' wW\ean_ a))gej[_ce.

Involves assigning numbers that indicate both the ordering on an attribute,
and the distance between score values on the attribute

They are actual numbers on a scale of measurement.

Example: body temperature on the Celsius thermometer as in 36.2, 37.2 etc.
means there is a difference of 1.0 degree in body temperature.

Appropriate statistics




RATIO LEVEL OF
MEASUREMENT

Is the highest level of data where data can
categorized, ranked, difference between ranks can
be specified and a true or natural zero point can be

Identified.

A zero point means that there Is a total absence of
the quantity being measured.

All scales, whether they measure weight In
Or pounds, start at 0. The 0 means




We colleck

dato l\)} Llﬁng The goal of the researcher is to use
the highest level of measurement

Q.MM /\v possible.

s
'C‘;":U/o‘é/ﬁ" Sy Example: Two ways of asking about
Smoking behavior. Which is better, A or B?
Do you smoke? oYes oNo
any cigarettes did you smoke in the last 3 days
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Parameter is a descriptive measure computed from the
data of the population.

The population mean, p, and the population standard
deviation, o, are two examples of population parameters.

If you want to determine the population parameters, you
have to take a census of the entire population.

Taking a census is very costly.

Parameters are numerical descriptive measures
orresponding to populations.

observed, the



It is a branch of applied mathematics that deals with
collecting, organizing, & interpreting data using well-
defined procedures in order to make decisions.

The term parameter is used when describing the
characteristics of the population. The term statistics is
used to describe the characteristics of the sample.

bes of Statistics:

involves orgamzmg,




1 Measures of Location
/l Measures of Cenfral Tendency:
Mean
Median
Mode
B Measures of noncentral Tendency-Quantiles:
Quartiles.
~ Quintiles.
_ Percentiles.
_ Measure of Dispersion (Variability):
_~ rkange
Inferquariile range
Varance
Standard Deviation
Cogefliicient of varation

Q)
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Mean < Median-INegaiive oi lefi SKewness



Is the procedure used to reach a
conclusion about a population
based on the information derived

mple that has been drawn




Inferential statistics are used to test hypotheses
(prediction) about relationship between
variables in the population. A relationship is a
oond or association between variables.

t consists of a set of statistical techniques that

drovide prediction about population

characteristics based on information in a sample
opulation. An lmportant aspect of

es reporting the likely




Bivariate Parametric Tests:
One Sample t test (t)
Two Sample t test (t)
Analysis of Variance/ANOVA (F).
Pearson’s Product Moment Correlations (r).

: Nominal Data:



A tentative prediction or explanation
of the relationship between two or
more variables

It’s a translation of research question




States a prediction

Must always involve at least two
variables

Must suggest a predicted relationship
between the independent variable and




Written in a declarative form.
Written in present tense.
'Y Contain the population NOT samples.

- Contain variables.

>



HoJy o5 J"tj &;—'@ P s

A hypothesis is made about the value of a
Earameter, but the only facts available to estimate

he true parameter are those provided by the
sample. If the statistic differs (and of course it will)
from the hypothesis stated about the parameter, a
decision must be made as to whether or not this
difference is significant. If it is, the tg/pothesm is
rejected. If not, it cannot be rejected.

H,: The null hypothesis. This contains the
hypothesized parameter value which will be
compared with the sample value.

H,: The alternative hypothesis. This will be
“accepted” only if H, is rejected.

Technically speaking, we never accept H, What we

actually say 1s that we do not have the evidence to
reject 1t.
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Hue it oUV  Two types of errors may occur: g (alpha) and B =
fesultey. (beta). The a error is often referred toasa 99 is a«_gp(able.

2 o .. Type | error and B error as a Type Il error.

> of an alpha error if you reject Hy when

STATE OF NATURE
H, Is True H, Is False

Do Not Reject H,

DECISION

Reject H,




If You...... When the Null Then You
Hypothesisis... Have.......

Made Type I

Error
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Formulate H, and H,. H, is the null hypothesis, a hypothesis
about the value of a parameter, and H, is an alternative
hypothesis.

e.g., Hy: p=12.7 years; H;: u=12.7 years

Specify the level of significance (a) to be used. This level of

significance tells you the probability of rejecting H, when it is,

in fact, true. (Normally, significance level of 0.05 or 0.01 are
ed
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The observations must be independent.

"\192’%@0&1&01 variable should be continuous (I/R)

The observations must be drawn from normally
distributed populations

These populations must have the same variances.
al variance (homogeneity of variance)

Jdomly drawn from
opulations

290>



spendent variable is caiegorical
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Nonparametric methods are often the
only way to analyze nominal or ordinal

data and draw statistical conclusions.

Jrametric methods require no
~N 1N @ 'n
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In general, for a statistical method to be classified as
nonparametric, it must satisfy at least one of the following
condition:s.

The method can be used with nominal data.
The method can be used with ordinal data.

an be used with interval or ratio data when no
= population probability

294>



Do not make as many assumptions about the distribution of
the data as the parametric (such as t test)

> equire data to be Normal

>



There is at least one nonparametric test equivalent to each
parametric test

~ateqgories
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Categorical
or Nominal

Rank or
Ordinal

Parametric
(Interval &
Ratio)

X2

Z trast
Il (
{7 ast

2 Yroups jndependent

From each othe

X
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Factorial (2 way) ANOVA

X
Mann Wilcoxin Kruskal Friendman Sr.eurran’
Whitney U Matched Wallis H 's ANOVA s.ne
Pairs
t test t test 1 way 1 way ~ea.SC 4%,
between within PA\N[@AV/AN PA\N[@AV/AN '
groups groups between (within or
o groups repeated

measure) /
|
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Parametric Stafistics are statistical
technigues based on assumptions about
the population from which the sample
data are collected.

> ption that data being analyzed are randomly selected
outed population.

> ield interval or ratio




